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Abstract

We assembled a set of models that allows investigation of local variables that are difficult to measure, validation of mechanistic physical models,
and comparison of different numerical solutions. Population balances (PB) for bubbles were combined with local flow modelling in order to
investigate G–L mass transfer in an air–water system. Performance of three different impeller geometries was investigated: Rushton (RT), Phasejet
(PJ) and Combijet (CJ). Simulations were compared against experimental mixing intensity, gas hold-up, vessel-averaged volumetric mass transfer
rates (kLa), and local bubble size distributions (BSDs).

The simulations qualitatively predict kLa’s with different impellers at the fully dispersed flow region and gave new insight on how kLa is
formed and distributed in the stirred vessels. The used bubble breakage and coalescence models are able to describe both air–water and viscous
non-Newtonian G–L mass transfer. Difference between experimental mass transfer rates of the three impellers was within experimental error, even
trough the flow patterns, gas distribution, and local BSDs differ considerably. The population balance for bubbles was modelled in two different
ways, with multiple size groups (MUSIGs) and with the bubble number density (BND) approach. MUSIG calculations took over twice as much
computational time than BND, but there was little difference in the results. The Rushton turbine kLa was described with best accuracy, which is
not surprising since most phenomenological models are fitted based on RT experiments. We suggest that these models should be validated over a

wider range of vessel geometries and operating conditions.
© 2008 Elsevier B.V. All rights reserved.

K lance

1

i
c
G
d
o
n
e

t
s
M
R
l

A
t
e
p
t
a
e

1
d

eywords: Mass transfer; Stirred tank; Hydrodynamics; Mixing; Population ba

. Introduction

Stirred reactors are among the most widely used reactors
n chemical industries. They offer unmatched flexibility and
ontrol over transport processes occurring in the reactor [1].
as–liquid mass transfer is often the limiting reaction step when
ealing with only slightly soluble gasses like oxygen [2]. In

rder to make successful designs the behaviour of the reactor
eeds to be understood in detail. Often the acquirement of local
xperimental information from reactors is difficult or too costly.

Abbreviations: BND, bubble number density; BSD, bubble size distribu-
ion; CFD, computational fluid dynamics; CJ, Ekato Combijet; CSP, capillary
uction probe; DO, dissolved oxygen; MFOR, multiple frames of reference;

USIG, multiple size group; PJ, Ekato Phasejet; RSM, Reynolds stress model;
T, Rushton turbine; SST, shear stress transport; vvm, volume of gas feed per

iquid volume in minute (m3(gas)/(m3(liquid) min)); PB, population balance.
∗ Corresponding author. Tel.: +358 9 451 2638; fax: +358 9 451 2694.

E-mail address: pasi.moilanen@hut.fi (P. Moilanen).
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n alternative for investigating gas–liquid hydrodynamics, mass
ransfer, vessel geometries, operating conditions and scale-up
ffects is to develop rigorous models incorporating all relevant
henomena. Dimensionless correlations are widely used in reac-
or design, but they are only reliable if the operating parameters
nd the vessel geometry are similar. The effects of vessel geom-
try and operating parameters are hard to predict accurately.
omputational fluid dynamics (CFD) is a tool that can be used

o investigate a reactor in great detail. Phenomenological models
an be used to accurately simulate large industrial reactors even
ith high scale-up ratios [3].
Population balances (PB) like multiple size group (MUSIG)

nd bubble number density (BND) have been recently used to
escribe G–L stirred vessels. Our work has been done with
USIG and a Rushton turbine (RT) [4,5], while others have
sed BND to describe double RT’s [6,7], and compared a RT
ith the lightnin A315 impeller [8]. With bubble columns there

xists a single comparison of BND versus MUSIG simulation
9], but the operating conditions are not comparable with stirred
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Nomenclature

a interfacial area (m2/m3(liquid))
c concentration (wt.% or mg/L)
c* equilibrium concentration (mg/L)
C1 constant (0.3)
CD bubble drag coefficient
d characteristic bubble group size (m)
d32 Sauter mean diameter = �d3/�d2 (m)
D diameter (m)
DL liquid phase diffusion coefficient (m2/s)
E(d) bubble aspect ratio
g acceleration due to gravitation (9.81 m/s2)
G geometric ratio
h〈dk,dp〉 coalescence frequency (m3/s)
H height of liquid level (m)
i, j index number of a bubble class
kL mass transfer coefficient in liquid film (m/s)
kLa volumetric mass transfer coefficient (s−1)
Mo Morton number (Eq. (5))
n bubble number density (m−3)
n(d) number density (Eq. (8))
N number of bubbles
R radius of the spindle (m)
Re bubble Reynolds number (Eq. (3))
T tank diameter (m)
Uslip bubble slip velocity (m/s)
v velocity (m/s)
v(d) volume density (Eq. (9))
W baffle width (m)
We Weber number (Eq. (15))
S source/sink term (m−3 s−1)

Greek letters
α volume fraction of gas
γ shear rate (s−1)
ε turbulent energy dissipation (W/kg(liquid))
η coalescence efficiency
θ temperature (◦C)
μ viscosity (Pa s)
ρ density (kg/m3)
σ surface tension (N/m)

Subscripts
20 at 20 ◦C
app apparent
baf baffle
BR breakage
bub bubble
C continuous
CO coalescence
CR critical
imp impeller
liq liquid

max maximum
min minimum
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anks. In this work effect of three impeller geometries on G–L
ass transfer was investigated with two different PB approaches,

o similar work on stirred vessels was found in the literature. In
his work we take a closer look at the effect of impeller geometry
n the G–L mass transfer in stirred tanks.

. Experimental

.1. Experimental system and vessel geometry

Gas–liquid mass transfer and hydrodynamics were measured
or air–water dispersion. The experiments were made in a 0.2 m3

tirred tank. The dimensions of the fully baffled vessel are:
= 0.64 m, H = T, Cimp = T/3, W = T/10 and Cbaf = T/20. Sur-

ace baffling was used to avoid surface aeration. The gas was
ntroduced through a ring sparger Dspa = T/4 below the impeller.
hree impellers were used in the experiments: a 6-blade radial
ushton turbine Dimp = T/3, a radial 6-blade Ekato Phasejet (PJ)
imp = 0.44T and a 3-blade mixed flow Ekato Combijet (CJ)
imp = 0.46T. Impeller geometries and computational surface
rids are presented in Fig. 1.

The measured quantities include vessel-averaged gas hold-
p, mixing intensity, bubble size, and mass transfer. The
essel-averaged hold-up was measured from the change in the
iquid level surface. The mixing intensity was measured from
he angular momentum of the impeller. The mass transfer was

easured with a dynamic technique using a polarographic oxy-
en probe (LT Lutron, DO-5510). Surface tension was measured
ith KSV Sigma 70 tensiometer and viscosity was measured
ith Brookfield DV-E viscometer. The experimental value of
= 70 mN/m was used in the simulations. The volumetric mass

ransfer coefficient is calculated from the dissolved oxygen (DO)
easurements, a natural logarithm of c∗

DO − cDO was taken and
lotted against time. Then the angular coefficient (kLa) of the
urve was calculated, the result was normalized to 20 ◦C [10].

La20 = kLa

1.022θ−20 (1)

.2. Capillary suction probe

The capillary suction probe (CSP) of Barigou and Greaves
11,12] can be used for opaque dispersions and large holdups
iving an edge over optical methods. The detectable bubble
ange is roughly 1–5 times the inner capillary diameter, which
as 1.2 mm in our experiments. The minimum bubble size is

etermined by the inner diameter of the capillary, smaller bub-
les are not detected. Large bubbles in turn generate long slugs
hat may break or distort in the capillary. A calibration is needed
ue to a liquid film at the capillary inner walls and slug expansion
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Fig. 1. Surface grids and im

y the pressure drop in the capillary. The viscosity of the liquid
ust be low due to pressure drop and the capillary length is lim-

ted. The liquid must be free of particulate impurities that cause
easurement errors and plugging of capillary. An appropriate

uction speed is needed to ensure that various sized bubbles
re sucked into the capillary with equal probability, i.e. ‘isoki-
etically’ in order to measure bubble size distribution (BSD)
eliably. The CSP has been recently used [13,14] in stirred ves-
els.

. CFD modelling

The CFD modelling was done with CFX 5.7.1. Impeller
otion was mainly modelled with the steady-state multiple
rames of reference technique (MFOR). A few transient sim-
lations were made with a sliding grid. The outer computational
omain was always modelled with a structured hexahedral mesh.
he baffling and Rushton impeller were modelled as thin sur-
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p
u
fl

photographs (scale in cm).

aces, whereas the CJ and PJ have a finite thickness. The RT
esh is hexahedral, whereas the complex PJ and CJ geome-

ries required an unstructured tetrahedral mesh. For RT and PJ a
80◦ segment of the vessel was modelled with periodic bound-
ries, the CJ impeller required the modelling of the full 360◦
eometry. The number of computational nodes was >120,000
n every case, the effect of grid resolution was addressed in
ur previous work [5,15]. The liquid surface is assumed flat
ith a degassing condition, the volume of dispersion is consid-

red to be constant. The turbulence was described by the SST
odel. The SST combines the best parts of both the k–ε and

he k–Ω turbulence models [16]. The turbulent energy dissi-
ation is scaled in the bubble coalescence and breakage models
ccording to experimental power consumption by assuming that

ll mechanical energy dissipates through turbulence. From the
ossible G–L closure models [17,18] only bubble drag was
sed, since it is the dominant interfacial force in gas–liquid
ow.
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.1. Bubble drag

The use of customised models for air–water dispersions was
ntentionally avoided, in order to gain a wider range of applica-
ility; these models have previously been used to model viscous
as–liquid flow agitated by RT [5]. A bubble drag model of
zounakos et al. [19] is used. It has been originally developed

or slightly viscous power-law fluids.

D =
⎧⎨
⎩

24

Re
(1 + 0.173Re0.657), Re < 135

0.95, Re > 135
, (2)

here

e = d32Uslipρc

μbub
(3)

o account for the effect of non-spherical bubbles on the drag-
orrelation a bubble shape correlation [20] is used.

(d) =

⎧⎪⎨
⎪⎩

1.1, Re Mo0.078 < 4

1.88(Re Mo0.078)
−0.386

, 4 ≤ Re Mo0.078 ≤ 15

0.66, 15 < Re Mo0.078

,

(4)

here

o = gμ4
app

ρCσ3 (5)

he total shear experienced by a group of bubbles is formed from
wo terms: the liquid flow induced and the bubble-generated
hear. This shear rate is used in the calculation of liquid viscosity
or the bubble slip velocity. The bubble drag model is developed
o that it can be used for non-Newtonian fluids as well.

tot = γliq + Uslip

d32
E(d) (6)

.2. Multiple size group model

The MUSIG model [21] has been developed for handling
olydispersed multiphase flows. This population balance model
llows the prediction of the local BSD based on physical phe-
omena, allowing the interfacial area to be calculated more
ccurately. In the MUSIG model it is assumed that bubbles of
arying size have the same slip velocity, which is calculated
ased on local Sauter mean diameter (d32). This means that
ow cannot segregate the bubbles based on their size, which

s a notable limitation.
Bubble breakage and coalescence models are needed as clo-

ures in population balances. The bubble breakage rate model
f Luo and Svendsen [22] is used in integrated form with
he daughter bubble size distribution of Lehr et al. [23]. Bub-
le coalescence is calculated from Coulaloglou and Tavlarides
24] with the coalescence efficiency model from Chesters [25].

he population balance model was presented in our previous
ork [5]. The bubble breakage and coalescence parameters have
een fitted inversely with a computationally less demanding
ultiblock model and reported in our previous work [26]. The

η

ing Journal 142 (2008) 95–108

arameter fitting was done based on experiments from the same
.2 m3 Rushton agitated vessel with aqueous xanthan solutions
f 0–0.75 wt.%. In our previous work it was shown that the xan-
han fitted model performs reasonably with air–water systems
5]. A geometric discretisation of bubbles is used.

(i) = dminG
i, �d = (dminG

i+1) − (dminG
i−1)

2
, (7)

hich produces a dense discretisation for small bubbles and a
oose for larger ones. Ten size categories used the simulations
s a compromise between solution accuracy and computational
urden. With values of G = 1.45 and dmin = 0.33 mm the dis-
retisation covers a BSD range of 0.33–16.53 mm. The number
ensity is defined as

(di) = dmax − dmin

�di

Ni∑NC
j=1Nj

(8)

he volume density is defined as

(di) = dmax − dmin

�di

Nid
3
i∑NC

j=1Njd
3
j

(9)

.3. The bubble number density model

By modelling bubble number density the variation of local
ubble size can be simulated with just one scalar, which
ecreases the computational burden when compared against PBs
ith multiple classes. The BND is calculated from the gas vol-
me, which in turn is calculated from the gas mass balance. This
ethod developed by Wu et al. [27] has been recently used by
erdouss et al. [6] and Lane et al. [8] to simulate gas–liquid
ow in stirred vessels. The CFD simulation is Eulerian, the
ND attached to the dispersed air-phase having convection and
iffusion. The changes in BND are caused by bubble coales-
ence and breakage. The used model is based on the recent
ork of Lane et al. [8] and it is presented in the following

quations:

∂n

∂t
= SBRn − SCOn2 (10)

= α

(π/6)d3 (11)

BR = CBR(1 − α)
( ε

d2

)1/3
exp

(
WeCR

We

)
, We > WeCR

(12)

BR = 0, We < WeCR (13)

CO = CCO(1 − α)ηCOε1/3d7/3 (14)

here

e = ρCd5/3ε2/3

(15)

σ

CO = exp

(
−
√

We

8

)
(16)
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he used parameter values were WeCR = 1.5, CCO = 0.05, and
BR = 0.075. The bubble number balance is modified by

ource/sink terms in the computational domain, the inlet bound-
ry condition is set at n = 1.5 × 105 to represent a bubble size of
10 mm. The results cannot directly be compared with multiple
ubble class simulations, since the used breakage and coales-
ence models are not identical.

.4. Mass transfer model

The mass transfer coefficient in the liquid film (kL) is
alculated from Ref. [28]. The value of C1 was set at 0.3, based
n multiblock model simulations [26]. The local interfacial
rea (a) is calculated from the population balance model. The
iffusivity of oxygen (DL) in water is 1.98 × 10−9 m2/s at 20 ◦C.

L = C1
√

DL

(
ερC

μC

)1/4

(17)

hen dealing with poorly soluble gasses, no chemical reaction
nd small differences in the diffusivities of the components, it is
easonable to use a simple approach for mass transfer modelling.
he local volumetric mass transfer coefficient (kLa) is calcu-

ated from local gas–liquid area and local kL, without taking
nto account the actual driving force of concentration difference
rom equilibrium. This vessel-averaged kLa can be used in sim-
ler reactor models, which require far less computational effort.
hen mass transfer is very fast, the heterogeneous nature of agi-

ated dispersion begins to affect the calculation of kLa [15,29].

. Results and discussion

The PB simulations with 10 bubble classes were made at
ixing intensities of 0.66 and 2.1 W/kg (liquid) and a constant

assing rate of 0.7 vvm. The vessel-averaged measurements

nclude vessel-averaged gas hold-up, mass transfer rate and

ixing intensity. The CSP provides local BSDs in several mea-
urement locations, which can be used to compare the local
SDs predicted by CFD against measured BSDs.

i
m
s
v

able 1
lobal results from experiments (normal) compared against MUSIG (parenthesis), B

xperimental

mpeller RT RT RT RT PJ
as hold-up (vol-%) 4.83 4.83 6.46 6.46 5.50
urbulent energy dissipation (W/kg) 0.66 0.66 2.1 2.1 0.66
olumetric mass transfer rate (s-1) 0.039 0.039 0.054 0.054 0.036

imulated MUSIG BND MUSIG BND MUSIG

as hold-up (vol-%) (2.83) 2.90 (4.98) 4.97 (4.83)
urbulent energy dissipation (W/kg) (0.55) 0.32 (1.67) 1.02 (0.23)
olumetric mass transfer rate (s-1) (0.021) 0.017 (0.054) 0.041 (0.029)
hear rate (s-1) (8.47) 9.84 (12.06) 14.13 (15.87)
ddy viscosity (Pa·s) (1.71) 1.02 (2.42) 1.52 (0.83)
verage liquid velocity (m/s) (0.35) 0.36 (0.51) 0.54 (0.51)
ubble slip velocity (cm/s) (20.06) 19.39 (19.24) 20.03 (20.84)
ubble size (mm) (3.08) 2.89 (2.78) 3.04 (3.31)

nterfacial area (m2/m3 (dispersion)) (57.4) 48.4 (111.8) 88.4 (74.9)
ig. 2. Turbulent energy dissipation. Experimental power consumption
.1 W/kg(liquid), k–Ω turbulence model, one-phase water and 0.25 wt.% xan-
han solution. Note the different scales.

.1. Turbulence modelling in the transitional regime

We tried to model G–L mass transfer in viscous fluids in sim-
lar conditions as in our previous work [5], but the simulations
ailed with Ekato impellers. The simulations converged with
iscous fluids (0.25–2.5 wt.% aqueous xanthan gum) but the tur-
ulent energy dissipation seems unrealistic; the highest values
f turbulence are not in the impeller discharge stream (Fig. 2).
or PJ at 0.25 wt.% xanthan, the simulated vessel-averaged tur-
ulent energy dissipation is 0.008 W/kg while the measured
s 2.1 W/kg. In water simulations turbulent energy dissipation
s underpredicted (Table 1), but its distribution is reasonable
Fig. 2). All tested two equation turbulence models (k–ε, k–Ω,
ST) produced similar results whereas the RSM model diverged;

he rate of gassing, different computational grid designs, differ-
nt initialisations and solver under relaxation was tried without
uccess. The problems with turbulence modelling are probably
onnected to the local flow conditions, mainly affected by the

mpeller type, rotation speed, gassing rate and fluid viscosity

odel. There is a need for turbulence models that behave rea-
onably in the transitional turbulence regime. The lower apparent
iscosity due to higher shear in the impeller discharge flow may

ND (italic) and MUSIG with sliding grid (underlined) simulations

PJ PJ PJ CJ CJ CJ CJ CJ
5.50 8.75 8.75 4.80 4.80 7.34 7.34 7.34
0.66 2.1 2.1 0.66 0.66 2.1 2.1 2.1
0.036 0.055 0.055 0.037 0.037 0.058 0.058 0.058

BND MUSIG BND MUSIG BND MUSIG MUSIG BND

4.43 (11.13) 8.83 (4.99) 4.56 (8.61) 8.60 7.94
0.24 (0.80) 0.76 (0.24) 0.24 (0.87) 0.80 0.87
0.019 (0.091) 0.040 (0.039) 0.029 (0.113) 0.109 0.096
16.07 (25.49) 25.12 (12.35) 12.37 (19.03) 18.59 18.98
0.86 (1.19) 1.20 (0.98) 0.99 (1.48) 1.45 1.49
0.52 (0.85) 0.84 (0.44) 0.44 (0.69) 0.67 0.69
22.42 (18.80) 23.85 (20.5) 20.8 (19.1) 19.6 20.0
3.88 (2.75) 4.23 (3.13) 3.24 (2.54) 2.64 2.84
51.8 (190.1) 87.2 (93.3) 71.0 (199.1) 189.6 168.0
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Fig. 3. Liquid velocity profiles and vectors

xplain why the turbulence model predictions with RT were
uccessful. These simulations demonstrate that a change in the
essel geometry that alters local flow conditions may result in
nexpected modelling difficulties at transient turbulence regime.

.2. Flowfield comparison

The effects of impellers on the reactor performance have
een recently studied [30–32]. The flowfields predicted by CFD
or air–water system are illustrated in Figs. 3 and 4. The RT

ehaves as expected producing two re-circulating flows below
nd above the impeller plane. The PJ produces a similar flow
attern, with the exception that the upper re-circulating loop
s larger. There seems to be more fluctuation in the flowfield,

R

c
t

Fig. 4. Air flow field for all impellers (2.1 W/kg, 0.7 vvm); in dark areas the air
ee different impellers (2.1 W/kg, 0.7 vvm).

hich may be caused by the increased interaction between
he impeller and baffles, which is expected with large diame-
er impellers. The flowfield generated by the CJ is interesting,
ince the impeller looks like upwards pumping axial impeller
t first glance. But the CJ forms a strong lower re-circulation
oop, which keeps the gas hold-up high and creates a rel-
tively weak and chaotic flow above the impeller plane. It
s worth mentioning that the PJ and CJ impellers have a
elatively stabile power-number with increasing gassing rate,
esulting in easier scale-up and reactor design than with the

T.

CJ has the largest diameter and only three impeller blades
reate stronger interactions with the baffles. This brings about
he question of modelling impeller motion. A more accurate

velocity is high. Note the chaotic flowfield above the Combijet impeller.
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escription may require a transient sliding mesh approach in the
mpeller modelling. A sliding mesh simulation was made for
he CJ; it slightly underpredicts the vessel-averaged kLa (3.7%)
nd a (4.8%) when compared to the corresponding MFOR sim-
lation (Table 1). With RT and PJ the effect on kLa was below
%, so the results are not presented. The vessel-averaged values
ppear to be almost the same, but there is local variation. We
sed a steady-state MFOR approach in impeller modelling in
rder to cut down the computational burden of simulations.

In the simulations gas is collected in the centres of strong re-

irculating flows. However, local gas volumes larger than 50%
eem unrealistic. This may be caused by the RANS approach in
he turbulence modelling that neglects fluctuation of the liquid
ow. In reality time-dependent turbulent eddies would disperse

t
f
p

ig. 5. (a) Local turbulent energy dissipation (2.1 W/kg, 0.7 vvm). (b) Local mass tr
2.1 W/kg, 0.7 vvm). (d) Local Sauter mean diameter (2.1 W/kg, 0.7 vvm). (e) Local
ing Journal 142 (2008) 95–108 101

ome of the gas from the centre of re-circulating flows. Another
mplausible thing is the downward flow below the CJ near the
xis of vessel, while a strong upward flow from the lower re-
irculating flow is right next to it. This generates a region
f high turbulence right above the gas feed, generates small
ubbles thus increasing the mass transfer area considerably
Figs. 3 and 5a–e).

.3. CSP experiments
The measurement of local bubble sizes is challenging, most of
he methods are not suitable for studying dense dispersions away
rom the vessel walls. In a previous study [13] the CSP was com-
ared against other experimental methods and performed well

ansfer coefficient in the liquid film (2.1 W/kg, 0.7 vvm). (c) Local gas hold-up
volumetric mass transfer coefficient (2.1 W/kg, 0.7 vvm).
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ith air–water dispersions. The experimental points are located
n the mid-plane between baffles. The distances [mm] from ves-
el wall are A(32), B(104), C(168) and from the vessel bottom
(70), G(201), E(422) (Fig. 6a ). The comparison of the simu-

ated and experimental volumetric BSDs is not straightforward.
he comparison between number density distributions is not rea-
onable, since the CSP is unable to detect them (Fig. 6b). The
imulation always produces a peak of the number density dis-
ribution below the detection range of the CSP. If all simulated
esults (0–14 mm) are presented, the BSDs will look similar
o Fig. 6c. A reasonable approach is to investigate the local

SD in the CSP measurement range (1.0–6.2 mm) by scaling

esults to fit
∑

i=1v(di) �di = 1. This approach allows investi-
ating the change in the shape of BSDs in greater resolution.
he experimental local volumetric BSDs are compared against

t
a
e
s

ig. 6. (a) Schematic of sampling points in CSP experiments. (b) Bubble number den
ubble volume density against bubble size (m), scaled according to corresponding pe
inued ).

FD simulations (Fig. 7a–d). Simulated pointwise Sauter mean
iameters are compared against experiments in Table 2. With
J spatial differences are considerable, so the simulated value
as an average between all the four baffle mid-planes. With the
T and PJ there was only one intact baffle mid-plane due to the
eriodic boundary conditions.

First by looking at the volumetric CSP results it can be said
hat results for all impellers have similar trends. The bubble
ize is typically the smallest (BG) near the impeller tip and
he largest (CE) in above the impeller near the centre of the
essel. From BG ⇒ AG and BH ⇒ AH the Sauter mean diame-

er increases, while it decreases from CE ⇒ BE ⇒ AE. The RT
nd PJ have very similar BSDs around the vessel, this can be
xpected since the overall flow patterns of the impellers are very
imilar (Figs. 3 and 4). The bubble size in the impeller discharge

sity against bubble size (m), scaled according to corresponding peak height. (c)
ak height (RT, 0.7 vvm, 2.1 W/kg, location AH).
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ow (AG/BG) is smaller than with CJ. The measured bubble
izes can be explained reasonably: in the impeller discharge flow
he turbulence/bubble breakage is the largest and the bubble size
s the smallest. The largest bubble sizes can be found in areas
here large bubbles are trapped in a downward flow (CE/AH) or

lternatively in areas of high gas hold-up, where bubble coales-
ence is dominant. It seems that the measured BSDs are slightly

istorted. The ends of the bubble size range are more likely to
ail detection of a bubble, thus relatively raising the BSD in the
iddle range and the peak. The simulated BSD is almost every

ime ‘flatter’ than the measured one. The BSD simulations seem

4

s

ig. 7. Comparison between CSP experiments and CFD simulations with (a) Rushton
ombijet impeller (2.1 W/kg, 0.7 vvm) (The impeller modelling approach is also inve
hasejet impeller (2.1 W/kg, 0.7 vvm). The volumetric density distribution is plotted
ing Journal 142 (2008) 95–108 103

o slightly underpredict the d32 and the peak of the volume den-
ity distribution (Fig. 7a–d). It can be said that the used model
an predict the BSD trends of the vessel quite accurately, even
f there is some mismatch in actual values. It is notable that
he point-averaged d32 does not necessarily correlate with the
essel-averaged value (Tables 1 and 2).
.4. MUSIG simulations

It is highlighted here that the way the experimental and
imulated kLa are calculated include several simplifications,

impeller (2.1 W/kg, 0.7 vvm), (b) Combijet impeller (0.66 W/kg, 0.7 vvm), (c)
stigated here: dashed line (sliding grid) and continuous line (MFOR).), and (d)
against bubble size (mm)
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Fig. 7.

o caution must be taken when drawing conclusions from the
esults. It has been demonstrated that the assumed gas flow pat-
ern has a dramatic influence on the value of kLa except with
he lowest gassing rates [33]. The flow-pattern is neither plug
ow nor backmixed, unfortunately this means that most of the
ublished kLa values are under suspect because of simplifica-
ions to the gas flow pattern [29]. The best way to investigate

ass transfer would be to simulate saturation with nitrogen/air
nd monitor the dissolved oxygen, but the computational cost is
oo high. The simulation trends correlate well with the experi-

ental results. The gas hold-up and mass transfer rate increase
hen the mixing is intensified. It seems that differences with the

mpeller kLa’s are almost within experimental error (Table 1).
ith 2.1 W/kg mixing intensity (fully dispersed flow) the order

s
i

l

inued ).

s: 1, CJ; 2, PJ; 3, RT. Simulations predict the same order for the
mpellers, but the differences are much more pronounced. With
he 0.66 W/kg mixing intensity the results were mixed, but the
imulated kLa and gas hold-up are of right order of magnitude
n all simulations. It is surprising that in experiments kLa of RT
s at par with other impellers, even if the vessel-averaged hold-
p for the CJ and PJ is larger. It is likely that the increased gas
old-up also increases bubble coalescence thus decreasing the
nterfacial area. Another possibility is that the large interfacial
rea and the turbulent energy dissipation are not located in the

ame places with the CJ and PJ, but without measurements this
s just speculation.

The largest differences in the vessel-averaged results most
ikely originate from the pumping capabilities of the impellers.
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Table 2
Local Sauter mean diameter (d32) from experiments (normal) compared against MUSIG (parenthesis), BND (italic) and MUSIG with sliding grid (underlined)

0.66 W/kg 2.1 W/kg

Rushton
AE 3.47 (2.12) 1.91 AE 3.19 (1.89) 2.58
AG 3.04 (1.39) 1.28 AG 2.30 (1.16) 1.47
AH 4.35 (1.88) 2.19 AH 4.34 (3.10) 2.96
BE 3.89 (2.57) 2.33 BE 3.89 (2.52) 4.08
BG 2.62 (1.35) 1.02 BG 2.11 (0.88) 0.92
BH 3.37 (1.92) 1.48 BH 3.28 (2.22) 1.63
CE 4.14 (3.32) 3.00 CE 4.33 (4.25) 5.67

Averaged 3.56 (2.08) 1.89 Averaged 3.35 (2.29) 2.76

Phasejet
AE 3.27 (2.21) 3.61 AE 2.87 (2.08) 3.63
AG 2.60 (1.77) 2.75 AG 2.02 (1.27) 3.25
AH 4.28 (2.84) 6.30 AH 4.04 (2.93) 5.51
BE 3.87 (2.94) 9.09 BE 3.67 (6.19) 9.19
BG 2.57 (1.90) 2.78 BG 1.90 (1.28) 2.90
BH 3.39 (1.71) 2.95 BH 3.16 (1.85) 2.36
CE 4.18 (4.93) 7.04 CE 4.28 (2.56) 5.24

Averaged 3.45 (2.61) 4.93 Averaged 3.14 (2.59) 4.58

Combijet
AE 3.15 (2.32) 3.25 AE 3.19 (1.75) 2.53 1.75
AG 4.12 (3.30) 3.51 AG 3.48 (2.39) 2.50 2.64
AH 3.92 (3.65) 4.09 AH 3.19 (3.03) 3.74 3.13
BE 4.03 (5.34) 3.81 BE 3.97 (3.25) 5.01 4.39
BG 3.38 (3.33) 3.06 BG 2.79 (2.59) 2.92 2.92
BH 3.59 (2.28) 1.92 BH 2.96 (2.23) 2.17 2.25
CE 4.30 (5.10) 4.97 CE 4.33 (3.46) 5.07 4.77
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Averaged 3.77 (3.62) 3.52

he schematic of the experimental locations is presented in Fig. 6a.

large pumping capacity means a higher liquid velocity, which
eans increased gas hold-up, as bubbles do not rise fast enough

o escape from the flow. It can be concluded from Table 1 and
igs. 3 and 5a, that the RT generates an intensive turbulence
eld early in the impeller discharge flow, which generates a lot of

urbulent eddies which slow the liquid flow. The vessel-averaged
ddy viscosity for RT is in all cases over 60% larger (Table 1)
han with the other impellers. With the CJ and PJ the turbulence
s created further out in the discharge flow and spread out more
venly, resulting in more moderate eddy viscosities and faster
iquid flow.

The local conditions vary spatially. To investigate the volu-
etric mass transfer rate, kLa, we begin from turbulent energy

issipation ε (Fig. 5a) assumed here to control the mass trans-
er resistance in the gas–liquid interface kL (Fig. 5b). All the
mpellers generate the highest turbulence in the impeller dis-
harge stream before the flow hits the wall. RT generates more
ntense turbulent dissipation in the beginning of the impeller
ischarge than the other impellers. The CJ generates dissipation
ostly in the re-circulation below the impeller plane. The kL for
J and CJ is fairly well distributed around the vessel, though the

ighest values are in the impeller discharge. With the RT the kL
s small near the surface of dispersion and the impeller shaft, but
n those areas the G–L interfacial area is also low, so this does
ot affect the mass transfer so much.

B
c
c
g

Averaged 3.42 (2.67) 3.42 3.12

The G–L interfacial area a is calculated from local gas hold-
p α and BSD. The gas hold-up is high in the centre of a
e-circulating flow (Figs. 3 and 5c), for RT and PJ this means two
oruses centred on the axis above and below the impeller plane.

ith CJ impeller most of the gas is accumulated in the downward
ow near vessel wall below impeller plane. Above impeller plane

he flow is sporadic and does not create any permanent areas of
igh gas hold-up. The local Sauter mean diameter d32 (Fig. 5d)
s small in regions where turbulence dissipation is high or in
egions where gas fraction is small. The mean diameter is large
n regions where the gas hold-up is high due to increased coales-
ence or in areas where bubbles are caught in a downward flow.
igh mass transfer rates can be found in places where bubble size

s small and turbulence energy dissipation is strong (impeller dis-
harge) or alternatively where the gas hold-up is high and there
s some turbulent energy dissipation (re-circulating flows). This
eterogeneity of stirred vessels leads to very uneven mass trans-
er (Fig. 5e). The simulated and experimental kLa is compared
gainst two popular correlations in Table 3. From this table it
an be seen that the MUSIG results are predominantly between
he kLa’s calculated from experimental correlations, whereas the

ND slightly underestimates the mass transfer rate. Middleton’s
orrelation [29] gives higher kLa estimates than the Van’t Riet’s
orrelation [34] because it considers the heterogeneity of the
as phase. Based on these simulations we would expect a more
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Table 3
Vessel-averaged kLa’s (s−1) from correlations [29,34] compared against experiments and CFD simulations, 0.7 vvm, 0.2 m3 vessel, air–water

Correlations Experiments and simulations

Middleton Van’t Riet Experiment CFD (MUSIG) CFD (BND)

0.66 W/kg 0.047 0.030 Rushton 0.039 (0.021) 0.017
Phasejet 0.036 (0.029) 0.019
Combijet 0.037 (0.039) 0.029
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.11 W/kg 0.105 0.048 Rushton
Phasejet
Combijet

istinct difference in the experimental kLa between the investi-
ated impellers. The BSD comparison (Fig. 7a–d and Table 2)
howed that the MUSIG simulations seem to somewhat under-
redict the peak of the BSD. This smaller bubble size increases
as hold-up due to decreased bubble slip velocity, resulting in
ncreased mass transfer rate. It must be also stated that the mass
ransfer areas are very sensitive to the bubble size, since the mass
ransfer area per air volume is inversely dependent on the Sauter

ean diameter (d32).
With the lower agitation rate (0.66 W/kg) a shortcoming of the

USIG model can be clearly seen. In the areas below impeller
lane the CFD simulations underestimate the mean diameter
ignificantly. The most likely reason for this is that the small
ubbles are not easily convected below the impeller plane, since
he slip velocity is calculated based on the average mean diam-
ter. We suspect that smaller bubbles are in reality convected
etter below the impeller plane and coalesce there to form larger
nes, thus increasing the average bubble size and gas hold-
p. However, this phenomenon cannot be described with the
omogenous velocity MUSIG model. Recently there has been
n attempt to develop a MUSIG model that does not share a
ommon velocity field for all bubbles [35]. Further improve-
ents may be obtained by using: more bubble classes, a large

ddy turbulence model instead of RANS, case specific coalesce

nd breakage parameters, the simulation of the whole transient
xygen sorption/desorption simulation instead of just a pseudo
teady-state and transferring components instead of simulating
ust the mass transfer rate. But, as this model is intended to

c
t
t
t

Fig. 8. (a) Local Sauter mean diameter, (b) gas hold-up and (c) vo
0.054 (0.054) 0.041
0.055 (0.091) 0.040
0.058 (0.113) 0.096

e used for engineering and design purposes the computational
emand becomes quickly too high. This model is able to pro-
ide the engineer with reasonable trends and insight to how the
eactor behaves with different operating conditions and vessel
eometries aiding in decision-making.

Based on these results it seems that kLa is described most
ccurately with a RT (Table 1). This is not surprising since
ost experimental data is from RT-agitated systems, and thus

he model validations are mostly based on RT-agitated vessels.
he experimental kLa is not significantly dependent on the ves-
el geometry [34,36]; however, in our MUSIG simulations the
J and PJ impellers had categorically higher kLa’s than the RT,
ven tough the turbulent energy dissipation was scaled according
o experimental results in the PB and mass transfer model. This
uggests that phenomenological models may not be as geome-
ry independent, as so often assumed. This behaviour could be
robably avoided by validating the models over a wide range
f operating conditions (i.e. local hold-up and turbulent energy
issipation) and in different vessel geometries to avoid short-
omings with untraditional reactor designs.

.5. Bubble number density simulations

The BND simulations were made in order to examine a

omputationally more efficient way to model gas–liquid mass
ransfer in stirred vessel. The results are compared against
he experimental results and 10 bubble class PB simulations
o investigate the mass transfer area distribution in the ves-

lumetric mass transfer rate (RT, 2.1 W/kg, 0.7 vvm, BND).
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Fig. 9. Bubble number densities in the vessel with all im

el. The vessel-averaged results are presented in Table 1, local
auter mean diameters in Table 2, and the bubble Sauter mean
iameter, gas hold-up and volumetric mass transfer rate are pre-
ented in Fig. 8. The bubble number densities are presented in
ig. 9.

From the vessel-averaged results it can be seen that the bub-
le number density approach predicts lower kLa’s than MUSIG.
or RT and PJ the bubble size seems to increase with increasing
gitation, which was not seen with the MUSIG approach. Oth-
rwise the vessel-averaged results seem similar to the MUSIG
imulations. The Sauter mean diameter (Fig. 8a) and gas hold-
p (Fig. 8b) are very similar to Fig. 5c and d. The kLa is a bit
ifferent (Figs. 8c and 5e) since the absolute value is lower, but
he shape remains same. When looking at the number densities
Fig. 9) PJ stands out, it has fewer bubbles probably due to lower
urbulent dissipation at the impeller. The bubble breakage model
equires a high Weber-number (>1.5) or breakage does not occur
Eq. (12)). Also the G–L interfacial area for PJ at 2.1 W/kg is
nly half of the corresponding value from the MUSIG simula-
ions. All in all, the bubble number density approach produces
imilar results to the MUSIG model with far less computational
ffort, but it does not produce the local BSD like the MUSIG.
t is interesting that the MUSIG and BND model predict differ-
nt trends for the vessel-averaged bubble size when agitation is
ntensified with the RT and PJ. The bubble size decreases in the
mpeller discharge, but increases in areas of high gas hold-up,
hen agitation is intensified. Based on these experiments it is
ard to say which one of the models is more accurate, since
ointwise measurements do not represent the vessel-averaged
alue. These findings show the importance of modelling local
onditions in mechanically agitated vessels. We agree with Che-
ng et al. [9], the BND approach is a useful and fast design tool
ven if it lacks the local BSD.

. Conclusions

We assembled a set of models that allows the investigation of
ocal variables that are difficult to measure, validate mechanis-

ic physical models and compare different numerical solutions.
t was shown that the flowfields generated by the Rushton tur-
ine, Combijet and Phasejet are very different and the kLa is
ery unevenly distributed. However, the experimental kLa is not
s (2.1 W/kg, 0.7 vvm, BND). Note the logarithmic scale.

otably affected by changing the impellers. This finding is inline
ith the reviews of Van’t Riet [34] and Yawalkar et al. [36]
here it was concluded that the impeller geometry does not sig-
ificantly affect kLa in a fully baffled vessel. We suspect that
his levelling out of kLa is caused by increased bubble coales-
ence due to higher gas hold-up. The Ekato impellers provide a
elatively stabile power-number with increased gassing, which
akes machinery design and operation easier giving them an

dge over RT.
In this work the effect of impeller geometry on G–L mass

ransfer (RT, CJ and PJ) was simulated with two different
B approaches (MUSIG and BND). The bubble breakage and
oalescence models we used were not fitted specifically for
ir–water dispersions [5]. The simulations qualitatively predict
he kLa with different impellers at the fully dispersed flow region.
he use of sliding grid does not significantly affect the result
hen compared against MFOR. The BND approach provides

imilar results as the more complex MUSIG model with less
omputational effort. It was shown that the built-in CFD tur-
ulence models were not able to describe the PJ and CJ when
gitating viscous fluids, the reason remains unclear. The mass
ransfer rate with Rushton turbine was described more accu-
ately than with the CJ and PJ. This behaviour could be probably
voided by validating the models over a wide range of operating
onditions and different vessel geometries to avoid shortcomings
n untraditional reactor designs.
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